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ABSTRACT

Fully reusable two-stage-to-orbit vehictiesigns
that incorporate ‘branching’ trajectories during their
ascentare of currentinterest in theadvancedlaunch
vehicle desigrcommunity. Unlikeexpendable vehicle

designs, the booster of a reusable system must fly to a

designatedanding site after staging. Therefore, both
the booster returoranchand the orbital upperstage
branchalong with the lowerascent trajectoryare of
interest after the staging pointand must be
simultaneously optimized inorder to achieve an
overall system objective. Curreand notabledesigns
in this classinclude the U. S. Air ForceSpace
Operations Vehicle designswith their ‘pop-up’
trajectories, the Kelly Astroliner, the Kistler K-1, one
of the preliminary designs for NASA'&antam-X
study, and NASA’s proposed liquid flyback booster
designs (Space Shuttle solid booster upgrade).

The solution to this problem using amdustry-
standard trajectorgptimization code(POST) typically
requires at least two separate compjgbs — one for
the orbital branch from the ground to orbitdone for
the boosterbranch from the staging point to the
landing site. In some casdhree computejobs may
be desired:one from launch to staging, orier the
upper stage,and one for the booster flyback.
However, thesgobs aretightly coupledandtheir data
requirements are interdependenhis paper expounds
upon theresearch necessary tmprove theaccuracy,
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computational efficiencyand dataconsistency with
which the branching trajectory probleran be solved.
In particular, theproposed methodsriginate from the
field of Multidisciplinary Design Optimization
(MDO).

NOMENCLATURE

ADS  Automated Design Synthesis code
Collaborative Optimization

ET Space Shuttle external tank

FPI Fixed Point Iteration

I specific impulse (sec.)

NN error between Ascent & optimizer variables
I error between POST | & optimizer variables
N error between POST Il & optimizer variables
KSC  NASA Kennedy Space Center

LFBB Liquid Flyback Booster

MDO  Multidisciplinary Design Optimization

NASA National Aeronautics and Space Admin.
OBD  Optimization-Based Decomposition

P, staging point vector

P, staging point vector guess

P, staging point vector target

POST Program to Optimize Simulated Trajectories
RBCC Rocket-Based Combined Cycle

RTLS Return to Launch Site

SSTO Single-Stage-to-Orbit

TSTO Two-Stage-to-Orbit

Wy, flyback fuel weight

Wi, flyback fuel weight guess
Wiy flyback fuel weight target

Wi upper stage weight

We upper stage weight guess
W upper stage weight target
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INTRODUCTION

In an effort to lowercosts,designers ofadvanced
two-stage-to-orbit  (TSTO)
beginning toconsiderlaunch systems in which the

launch vehicles

booster stagean berecovered, servicednd reflown.

Often thereusable booster isequired toland at a
predesignated recovergite either near the original
launch site (RTLS-style trajectory, Figure 1) or
downrange ofthe staging point (Figure 2). lthese
cases, the entire trajectory ésmposed of threparts.
The ascent trajectoripllows the vehicle fromlaunch
to staging. At this point, th&ajectory is assumed to
split into two ‘branches.’
beginning at stagingind following the orbital upper
stage all the way toorbit. The secondbranch, or
booster branclstarts at either the staging pointafter

One ighe orbital branch
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a coast phase following stagingnd follows the
reusable booster tds landing site. Due to recovery
distance or out-of-plane maneuvengquired, the
booster is ofterpoweredfor its flight to thelanding
site. In simulationswherethe booster igettisoned
from an orbital vehicle, it may be convenient to
combine the ascent trajectoapdthe orbitalbranch to
create one computer job. The same maydid about

a launch vehicle with an upper stage which is
jettisoned; the ascent trajectapdthe boostebranch
may be combined.

In general, both the orbitéranchandthe booster
branch rely upon the ascent trajectory for their
respectivenitial conditions. Theseinitial conditions
are vectors composed of geographicglosition,
altitude, velocity, flight path angle, velocity azimuth,
and staging weight. The ascent trajectalso depends
on both branches. Assuming that the booster is
powered,the amount of flyback fuetequired by the
booster influences the gross lift-off weight of the
vehicleandthus theascentpath. The weight of the
upper stage (which islependenupon initial staging
conditions) also affects the gross lift-off weight of the
vehicle and thus the ascent path. Consequently, all the
parts of the entire trajectorgre tightly coupled or
interdependent.

Traditional Solution Method

Unfortunately, the most commonmethod
currently used in industry fasptimizing a problem of
this type (henceforththe Traditional Method while
recognizing the coupling of thascent trajectory and
orbital branch ignores the flyback fuel couplifigm
the boostebranch tothe ascent trajectory. Thascent
trajectory, orbital branch, and booster branchteated
as separatdyut sequentialoptimization subproblems.

A reasonableguess at flyback fuelnd associated
structure is made to establish an initial booster weight.
Then, the ascent is optimized for maximum weight at
staging (or some other similar criteria). Tascent
trajectorywill produce astaging statevector used to
start the orbital branchand avector used toinitiate
flyback, or booster branch. These vectdnslude:
altitude, velocity, flight path angle, etc. The orbital
branch will typically be optimized with respect to
maximizing the upper stage burnout weight, while the



booster branch will typically be optimized withspect
to minimizing the flyback fuel consumed.

There are anumber of deficiencies in the
Traditional Method.First, the final solution is not
‘internally consistent,” in other words, it is not
guaranteed to be convergediweenthe subproblems.
What if the requiredflyback fuel differs significantly
from the initial guess used to establish the booster lift-
off weight? Alternately for arunpowered glide-back
booster, what if the booster fails teoeach the
designated landing site from the given initial
conditions?

At a more fundamental level, however, the
Traditional Methodsolution is inherenthflawed. The
objective functions of the subproblenase not the
same, sothereforethey can be in conflict. If the
system-level objective is to deliver a certpmyload to
orbit with a minimum weight booster, then why
expect amoptimum solution from anethodthat first
maximizes thepayload toorbit for the orbitalbranch,
then minimizes theflyback fuel for the booster
branch? Could not a compromise in the staging
conditions be made such that it reduces the flyliaek
and thus decreaseshe booster weight? Aproper
solution to this problenrequiressimultaneous and
coupled treatment of all branchestbé trajectory, and
the establishment of a single, consistaftjective
function between them (i.e. a system-level
optimization).

Trajectory Optimization with POST

In defense ofcurrent practitioners, theindustry-
standardrajectoryoptimization codetypically used in
conceptual design isiot capable ofsimultaneously
treating and optimizing all parts of abranching
trajectory. The Program to Optimize Simulated
Trajectories —POST (Ref. 1) is d.ockheedMartin
and NASA code that is widely used for trajectory
optimization problems inadvancedvehicle design.
POST is a generalized event-oriented¢ode that
numerically integrates thequations ofmotion of a
flight vehicle given definitions of aerodynamic
coefficients, propulsion  system characteristics,
atmosphere tablesndgravitational modelsGuidance
algorithms used in eachphase are user-defined.
Numerical optimization is used to satisfy trajectory
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constraints and minimize a user-defined objective
function by changing independent steering and
propulsion variables along the flight path. PO&ihs
in a batch execution mode and depends ompunt file
(or input deck) to definethe initial trajectory,event
structure, vehicle parametergjdependentvariables,
constraints, and objective function. Multiptdjective
functionsand simultaneoudrajectory branches cannot
currently be defined in POST.

The Traditional Method solutio(discussed above)
used for the branching problem relies on at niloste
separatePOST inputdecks — one for the ascent
trajectory subproblem, one for the orbitadbranch
subproblem, and one for the boosterbranch
subproblem. Each subproblem has it's own
independent variables, constraints,and objective
function. Thecurrentresearchwill retain the POST
code andhe use of at moghree separatamput decks
(onejob for eachpart), but will attempt to eliminate
any objective function conflictand lack of data
consistency between them.

SAMPLE VEHICLES

To provide applicability to this research, the
missions of two candidate TSTO launch vehicle
designswere chosen to serve ameferencemissions.
The overallresearchgoal is to investigate various
solution approaches for both vehicle designs.

Liquid Flyback Booster

To extend the life of the Spa&huttle andreduce
launch costs, NASA isconsidering replacing the
current solid rocket boostersvith a reusableliquid
booster(s) in a single alual configuration (Figure 3).
After staging, theliquid flyback booster(s)(LFBB)
would return toKSC under poweredlight. Power for
the returnflight would be provided by conventional
turbofan or turbojet airbreathing enginetFBB

Figure 3: Liquid Flyback Booster Concept



concepts typicallyrequire deployable or fixedwvings.
Flyback cruise is assumed to be at 10,00@lfttude,
for this study.

The LFBB configuratiorandits characteristics are
far from final definition. However, when including the
orbiter, its trajectory will certainly be a branching
problem (like Figure 1). The orbitabranch (the
Orbiter and the ET) and the boosterbranch of the
ascent trajectorymust be treated simultaneously to
produce an overall system-level objective.
Compromises in the orbital branch might significantly
improve the boostebranch and vice versa. The
complete trajectory profile can be seen in Figure 5.

The reference orbital branch trajectarsed inthis
study contains 1hdependentariables(mostly pitch
angles, booster throttle settingand booster throttle
bucket initiation time and duration). The orbibahnch
contains 8 constraint§Space Station transfer orbit
targets, maximumdynamic pressure,and lift-off
thrust-to-weight ratio). Nominally, the objective of the
orbital branch is tomaximize theunconsumed ET
propellant weight (like maximizing excess payload) for
a given set of propulsiorcharacteristics, vehicle
aerodynamics, Orbiteinert weight, ET propellant,
LFBB ascent propellant, and LFBB inert weight.

The referenceLFBB trajectory used inthis study
uses 13 independent variabl@sostly bank angles and
angles of attackpnd 7 constraints (maximumoads,
angle of attack limits, and termination requirements for
a return trajectory t&KSC). Given a set of je¢ngine
propulsion characteristics, aerodynamisg astaging
point, the boostertrajectory nominally tries to
minimize flyback fuel weight. The required staging
point data from the orbital branch includestime,
altitude, flight path angle, latitude, longitude, velocity,
velocity azimuth, and booster staging weightper
booster).

Bantam-X Stargazer

The secondvehicle to bestudied inthis research
effort is Stargazer a proposed concept for NASA's
Bantam-X study (Figure 4). Thamission for the
Bantam-X study is to deliver a 300 pound payload (of a
university explorer class) to &00 nautical mile
circular low-earth orbit at 28.5° inclination.
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Additional programmatics details include a flightrate of
24 flights per yearand arecurring cost goal of less
than $1.5M per flight. Stargazeris the concept that
was developed bythe Georgia Tech Spac&ystems
Design Lab for theBantam-Xstudy. It aims tameet
these mission and programmatic requirements.

Stargazeris a TSTO vehicle with aeusable
RBCC boosterand an expendable, ‘pop-upupper
stage with @astrac-deriveéngine. The fouRBCC
enginesare ejector-scramjeengines with fourmodes
consisting of ejector, ramjet, scramjetnd rocket.
The vehicle is fully autonomouand uses advanced
technologies and TPS. From its horizoritdle-off at
KSC, thebooster with the upper stageould fly its
ascent trajectoryntil it reachesMach 15. After a
brief coast, the upper stage would then be jettisoned to
continue on its flight to a 200 nmicircular orbit.
The booster wouldhen return toKSC under ramjet
power at an altitude of approximately 65,000 ft. to an
eventual horizontal landing. From the description
given above, onean sedhat the Stargazertrajectory
(Figure 6) certainly involves branchintrajectories,
specifically like that of Figure 1.

In the LFBB branching trajectorythe booster
itself is jettisoned, in thiscasethe upper stage is
jettisoned at Machl5, the branchingpoint. As a
result of thisfact and the fact that the ramjetruise
flyback to the launclsite is sodifficult to model and
costly in a time sense to run, tB¢argazertrajectory
is modeled bythreedifferent POST decks. These are
the ascent trajectory, the upper stage braaod, the
booster flyback branch.

Figure 4: StargazeBantam-X Concept

The referenceascent trajectory (from launch to
staging) contains 11 independent variables that control
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relative pitch angles throughout thiight. The
trajectory is constrained by dynamigressure
boundaries which provide optimal RBCC performance
and bychanges inpitch rates whichprovide smooth
ejector and rocket pull-ups. The stagingsector at
Mach 15 (weight, altitude, longitude, latitude,
velocity, flight path angle, and azimuth velocitpust

be supplied to the upper staged flyback branches.
The objective of the ascent trajectory is to maximize
the weight at staging.

The reference upper stage trajectory (the orbital
trajectory branch) is controlled by Thdependent
variables, one of which is the time at which thgper
stage engine should turn @mdthe othersareinertial
pitch angles. Thetrajectory is constrained by a
smooth pull-up atocketignition (i.e., a transition
from rocket ‘off’ to rocket ‘on’ in which thehange in
pitch angle is limitedandorbital terminationcriteria.
The objective of the upper stage trajectory is to
maximize the weight at the end of the trajectory.

The reference flyback trajectory (the booster
trajectory branch) is controlled by 16dependent
variables. Most of thesegariablesare aerodynamic
angles used for theirnaround toKSC, othersinclude
the altitude at which the turbegins, theheading
coming out of the turnandthe time at which the
ramjet isturnedon. Thetrajectory is constrained by
the termination conditions at KS@ndthe conditions
at which the ramjetan be started.The objective of
the flyback trajectory is to minimize the weight of the
fuel consumed. Along with the flight path
characteristics supplieftom the ascenportion, data
from the ramjetmode ofthe RBCC engine musdlso

AIAA- 98-4713

be supplied.
SOLUTION APPROACH

The goal of thecurrentresearch is taetain the
current analysis tool (POST) whileproducing a
solution that results in internally consistetdta (the
true booster flyback fuel is reflected in the initial gross
weight, etc.) and a single system-levelobjective
function (without conflicting objective functions for
eachsubproblem). Iraddition,the solution should be
reasonably fast, robust, and efficient.

Since it consists of two highly coupled
subproblems, the branchingtrajectory problem
resembles more common multidisciplinary problems
such as the couplingbetween structures and
aerodynamics (eventhough, in this case the
subproblemsare actually the same discipline!). For
that reason, solutiortechniquesfrom the field of
Multidisciplinary Design OptimizatiofMDO) can be
advantageously applied to its solution. Table | lists the
characteristics ofthe four proposed MDO solution
technigues — fixed point iteration (FPI), two
variations of optimization-based decomposition
(OBD), and collaborative optimization (CO). In
addition, an entry labeled ‘Manual Iteration’ ircluded
for comparison. Manual Iteration isimply the
traditional (sequential) methaterated to ensuré¢hat
the coupling variablesare internally consistent
betweenthe two branches(i.e. the grossbooster
weight reflects the flyback fuel and any additional
structurerequired tocontain it). The Manualteration
method isnot apreferredsolution however, since the
conflict betweenthe competing objective functions of

Table I: Proposed Solution Techniques to Branching Problems

Method Internally Iteration Conflicting System- Branch Optimizer Strategy
Consistent Between Objective level Execution
Data Branches Functions Optimizer
Manual Iteration Yes Yes Yes No Sequential Distributed
Fixed Point Yes Yes No Yes Sequential System Level
Iteration (FPI) (large)
Partial OBD Yes No No Yes Sequential System Level
(very large)
Full OBD Yes No No Yes Parallel System Level
(extremely large)

Collaborative Yes No No Yes Parallel Distributed




the two subproblems is notesolved. A brief
discussion okach techniqudollows in the Analysis
section.

Note thatthere are many ways to optimize the
trajectories ofboth the upper stagendthe booster.
Should the booster ascent propellant fesized if
necessary?Should all inert weights remairfixed?
Should the system-level objective be maximum orbital
payload or minimum booster weight?

In this research,all of the proposed methods
analyzedfor the LFBB will have a system-level
objective of minimizing booster staging weidlptior
to flyback phase)given fixed ascent propellant
amountsand base inert weights foboth the Orbiter
andthe LFBB. These valuewere established for an
initial concept atNASA - Marshall SpaceFlight
Center. TheLFBB staging weight israther simply
calculated as @ase inert weighplus the required
flyback propellantplus an additional 38% of the
flyback propellant to account foadditional tankage,
structure, etc. to support thiequiredflyback fuel. The
excess ET propellant at the end of the orbitainch is
required to bezero or positive. In addition, orbital
targets for the orbital stagendlanding targets for the
booster stage must both be satisfied.

The methods of analysis for the Bantancdhcept
vehicle, Stargazer will all have a system-level
objective of minimizing the dry weight of the booster.
In order to run performanceanalyses onStargazer
aerodynamicsweight, sizing,and engine information
must be available. The models fetargazer weights,
aerodynamicsand propulsion were supplied by the
Space Systems Design Lab atGeorgia Tech.
Depending on how accuratke initial guess idor the
flyback fuel for the booster, the vehialall probably
need to be resizedThis mustoccur at every iteration
step, in addition to running three POST decks.

ANALYSIS

This study will utilize the Program to Optimize
Simulated Trajectories (POST) in order to simulate the
branching trajectories. In the following figures, the
orbital branchwill be designated asPOST .’ The
boosterbranchwill be denoted asPOST Il The
ascent trajectory will be labeled ‘Ascent.” Since in the
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LFBB casethe Orbiter itself continues torbit, the
ascentportion andthe orbitalbranchare simulated by
one POSTdeckand, forthat vehicle, composeOST

I. When the internal optimization capability ROST

is enabled, a box with a diagonal line wiilicatethat
POST is beingusedfor trajectory analysigplus local
optimization. A plain box willindicatethat POST is
simply being used to integrate along a given
trajectory. The analysis in thigaper corresponds to
the Stargazer branching trajectories. Note that the
sizing and propulsion aspects are important in running
the StargazePOST decks. Figure 7 shows tihesign
structure matrix foiStargazer The disciplines in the
dashedbox representthose which are integral in
resizing the vehicle. This study, however, is meant to

focus on the performance discipline which is
emphasized in the figure and following analysis.
\erod/nami
-< D%
Performanct /
I
| Weichts |
! Si?im r !
1 1
I o
1 Propulsion |
1
Eco nomicq
Visualizatiol

Figure 7: Stagazer DSM

The MDO techniques introduced this paperwill
improve the results of the Traditionsllethod (and the
Manual Iteration method). Thegwoposed techniques
are fixed point iteration (FPI), partial parallel
optimization-based decomposition (OBR)|l parallel
optimization-based decompositioand collaborative
optimization (CO) methods. These methd@dsebeen
used successfully by others for preliminargircraft
design (Ref. 2and launch vehicle design (R&). The
FPI method is a serial executitechniquewhich uses
an overall system optimizer. Thimethod explicitly
uses the coupled feedforward/feedback loops linking the
variables of thesubproblems. The collaborative and
parallel optimization methodsare decomposition
algorithms in that theybreak feedback/feedforward
loops between the subproblemsand incorporate an
overall system optimizer. Iraddition, collaborative



optimization is a multi-level optimizatiorscheme.
The respectiveadvantagesnd disadvantages of these
three methods and their use for the brancliagctory
problem follows.

The Fixed Point Iteration Method (Figure 8)
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disadvantageslhe disciplinary experts runningOST

do not have much say in the optimization process. The
system optimizer can become large due tofdleethat

it controls all trajectory variablesand constraints.
Also, Ascent, POST landPOST Il mustexecute in
series, consuming more real time than if tlesgcuted

in parallel.

Large Control Variables
OSYSt?m Table II: Size of System Optimizer fstargazeCases
ptlmlzer
Constraint I_ P. I
Errors : Ascent ¢ Ps | Variables Constraints
_ Manual Iteration - -
S I FPI 34 13
| POSTI | Partial OBD 36 15
Constraint Full OBD 43 22
Errers | we I Collaborative 9 3
POST Il

Figure 8: Fixed Point Iteration

In the FPI method, the system optimizer has
control ofall trajectory variables and constraitffsable
II). Each trial step from the system optimizequires
a series of iterationbetweenAscent, POST |, and
POST II. Given its initial trajectory variables from the
optimizer, Ascent runs in non-optimizing mode (i.e. it
simply integrates theequations ofmotion along the
given trajectoryandreturns the results). The resultant
staging conditionsH; ) arethen input to POST | and
POST Il. With these initial conditions as a starting
point andtheir subset ofrajectory variables from the
system optimizer, POST | runs in non-optimizing
mode, followed byPOST Il. Thenew upper stage
weight, w,, andthe new flybackweight, w,, are fed
back to Ascentthrough the resizing process. The
iterations betweenAscent, POST I,and POST I
continue until the boostedry weight matches the
weight which was previously input to Ascent, within
a certain tolerance. Aftethe iteration process is
completed, the outputs from each POST analysis is fed
back to the system optimizer todetermine the
objective function and system constraints. The control
variables are then changed in order to minimize booster
dry weight.

The majoradvantage othe FPI method is that
(unlike the one the Manual lteratidiethod) it will
find the true system optimum withoutonflicting
objectives from the subproblems. It haseveral

The Optimization-Based Decomposition Methods
(Figures 9 & 10)

The optimization-based decompositianethods
also require asystem optimizer with arobjective
function to minimize booster dry weight. In tpartial
OBD method, thefeedbackloops from POST | and
POST 1l to Ascent in theFPIl method are broken.
Two additional design variables fokscent are now
needed to replace the weights which weriginally fed
back. Thesarethe guessedipper stage weight, W
andthe guessed flybackuel weight, w, ', which are
controlled by the system-level optimizer. Two
compatibility constraints added to the system
optimizer are used tcensure agreement between the
guessedwveights and the true weights outpufrom
POST land POST Il at the solution. As a result,
iteration is no longerequiredbetweenAscent, POST
I, and POST Il toensuredataconsistency. Thiswill
reducetime betweenoptimizer executions, but may
increase iterations on a system level. A diagrartinisf
method can be seen in Figure 9. Note that the resizing
event will occur before Ascent is runand during
optimizer execution.

In the full OBD method (FigurelQ), both the
feedback and the feedforward lodpsit can be seen in
the FPI methodliagram arébroken. Inaddition to the
new design variableand compatibility constraints
from the brokenfeedback loops (defined in the
previous paragraph), aset of intermediate variables
representing the ‘expected’ staging conditionsrésted



at the system levelP() to be provideddirectly to

POST | and POST II. This effectively breaks the
feedforwardloops as wellandcreates garallel set of
subproblems. Compatibility constrairdge also added
to the system optimizer tensurethat, at thefinal

optimum, theintermediate variablesP() match the
actual conditionsK,) produced by Ascent.

Larger Control Variables
Swstem ‘ ; p
Optimizer Wus
r—-4—-—-—-—

Constrain
Errors

Ascent

Constrain
Errors

Wwus

POST |

Constrain
Errors

Wfb

POST Il

Figure 9: Partial Parallel OBD Adorithm
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Frrors
D=

Control Variables
wus Ps
r—t——--

Ascent

Constrair
Frrors

WS

POST I

Constrair
Frrors

Wih

POST 1l

Figure 10: Full Parallel OBD Algorithm

In this method, the optimizer again controls all
the local trajectory variables (anglehyrottles, etc.)
and constraints for each trajectory branch. adidition,
the optimizer also controls the neimtermediate
variables, creating a much larger optimization problem
than FPI and even larger than the pa®&D method.
The appropriate valueare simultaneously input to
Ascent, POST land POST Il whichareall run in
non-optimizing mode. The results (includingwwg,,
andP,) are returned from aPOST jobs to the system
optimizer. The optimizer makes adjustments to the
variables to minimize boosterdry weight while
satisfying alltrajectoryand compatibility constraints.
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Note again that the resizing event witcur at the
same places as in the partial OBD method.

An advantage othis parallel scheme ighat all
POST deckscan berun simultaneouslyreducing the
execution timeevenmore. Disadvantages arthat the
size of the optimizercan become quite large and
system expertbavelittle say in terms of optimality
in their respective branches.

The Collaborative Optimization Method (Fig. 11)

In the collaborative optimizatiotechnique (Ref.
3), a system optimizer isncorporated with an
objective function of minimizing boostelry weight.
The system optimizer chooses targtial condition
vectors and weight$(, w,, and w, targets) which are
to be used in Ascent, POSTahdPOST Il which are
all run in optimizingmode. Eachiries to satisfy it's
own (local) constraints (ascertybital, or landing)
with its own trajectory variables while minimizing the
error between its local versions of the stagiagables
and the system optimizer’'s targets. The sum of the
squares ofthe localerrors (4, J,, and J,) become
additional constraints for the system optimizer. The
system optimizerchangesthe new target staging
conditions until theerrors are zerandthe booster dry
weight is minimized. In this method, theesizing
event will occur during the system optimizer
execution. This is a multi-level optimization scheme.

Small wis Ps wus Ps wus Ps
Svstem — — __
Optimizer wifh wfh wfh

I > |

Ny | - |

| Astent I

| - |

Pl | s |

1 PAST I |

| - |

bu | - |

1 POST I |

L _—— |

Figure 11: Collaborative Optimization gdrithm

Some advantages of collaborative optimization are
that no optimization conflictoccur atthe system
level and that disciplinary expertsan control their
own POST programs so that the locabjective
functions (minimizing theerrors) and constraints are



met. The system optimizer is relativelgmall
(containing only the target variables, system-level
constraintsandthe overall objective functiorgnd all
POST deckscan run at the same timegonserving
time. This method, toofinds the true system-level
optimum.

This method hassome disadvantages asvell.
Theremay becoding or robustness problems given
that the POSTdecks are iroptimization mode. This
will also contribute to ayreaterexecution time at the
local level. Futureresearchwill investigate these
concerns.

INITIAL RESULTS AND
SPECIFICATIONS
FOR THE LIQUID FLYBACK BOOSTER

A vehicle which isusedextensively in thisstudy
is the proposed Space Shuttiegradewhich utilizes a
Liquid Flyback Booster. The Spacshuttle Orbiter
(with the exception of payload) and the ET weights are
not changed as aesult of the upgrade. Reference
simulations and data wereobtained from NASA'’s
Marshall Space Flight Center. The Space Shuttle main
engine data is given in Table I11.

The data inthe nextparagraph ighat which was
used toobtain results fothis study. Currently, the
ascent engines for theFBB haveyet to be chosen.
NASA’s Marshall SpaceFlight Center, along with
contractors Lockheed-Martinand Boeing North
American, is studying three candidatain engines for
the LFBB (Ref. 5). Thesecandidateenginesare the
Aerojet AJ-800, thePratt & Whitney RD 180S, and
the RocketdyneRS-76. The first twoare existing
engines while the latter one is a new design.

The ascent engines fdohis LFBB study are five
Pratt & Whitney RD180's; theorresponding engine
data is given in Table IV. The aerodynamic data for the
SpaceShuttle LFBB upgrade istaken from theall-
rocket SSTO in NASA'#Access to SpacBtudy (Ref.
4). The booster has meferencewing area of 2,522
square feet. Thgoal for the Orbitebranch is a target
orbit of 43 nautical miles x 153.5 nautical miles x
51.6 inclination, aspacestation transferorbit. The
inert weight of the Orbiter/ET combination at
injection is just under 343,000 pounds.
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Table Ill: Space Shuttle Main Engine Characteristics

Vacuum Isp 455.2 sec
Sea-Level Thrust 375,000 Ib
Expansion Area Ratio 77.5:1
Exit Area 44.879 ff

Table IV: LFBB Engine Characteristics

Vacuum Isp 338 sec
Sea-Level Thrust 880,400 Ib
Exit Area 24.849 ft

Traditional Method

The solutionfor the TraditionalMethod for the
Liquid Flyback Booster is outlined in Figue. The
resultdoesnot account forthe coupled nature of the
orbital andbooster branches. Ithis case, after, the
booster staging weight is approximately 240,00€.
This weightdoesnot reflect any addition of flyback
fuel or structure.

Start with Initial Vehicle
Weights
(O Ib Flyback Fuel)

!

Run POST |
(Optimized)

Get Staging Vecto
Copy to POST |

Run POST I
(Optimized)

Figure 12: LFBB Traditional Method Flowchart



Manual Iteration Method

This research is currentiynderway.Initial results
have beertreatedfor the comparison Manudteration
method (see Table V &Figure 13). For thiscase,
iteration was used betwedine two basic subproblems
to ensuredata consistency (unlike theTraditional
Method), howevetthe conflicting objective functions
were not addressedThis result will beused as a
comparisoncase inthe MDO method assessment
currently being conducted.

Start with Initial Vehicle
Weights
(O Ib Flyback Fuel)

¥

Run POST
(Optimized)

Get Staging Vecto Update
Copy to POST | Flyback
Fuel and
Resize
Vehicle by
Run POST | Simp|e
(Optimized) Equation
Y
Converged
Vehicle [— @
Weight?

Figure 13: LFBB Manual Iteration Method Flowchart

The Manual Iteration method uses two

subproblem optimizers and no system-level optimizer.

Execution is sequenti@nditerative betweerPOST |
(launch to orbityand POST Il (staging toreturn).

11
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Boosterweight andexecution time resultare shown

in Table V. Note that th& FBB staging weight is
intended to beahe system-level optimizatiomariable

used insubsequent researchut in this case, it is

simply an output of the twoseparate branch
optimization processesidditional trajectorydata is

shown in Figures 14 -17.

Table V: Manual Iteration Method Results

Manual Iteration
Method
Initial LFBB Staging Weight 237,731.7 Ibs
Final LFBB Staging Weight 266,460.9 Ibs
Iterations Between POST | & Il 12 manual

Total Computational Time 40.15 minutes

Booster Staiina Weiaht vs. Iteration
(Roth Ronsters)
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Figure 14: LFBB Staging Weight vs. Iteration
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Figure 15: Altitudes vs. Time (Manual Iter.)
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Figure 16: Sensed Acceleration (g’s) vs. Time for the
LFBB Branch (Manual Iteration)
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Figure 17: Resultant Ground Track for Both Branches
(LFBB--Manual Iteration)

INITIAL RESULTS AND
SPECIFICATIONS
FOR STARGAZER

The other vehicleused in this study is the
Bantam-X conceptehicle, Stargazer In the solution
approach section, it was mentioned tBtrgazermust
be resized atevery iteration of the branching
trajectories (Figure7). Resultant mass ratios and

AIAA- 98-4713

deck andthe new information from the weights
spreadsheet, branching trajectatgrationscan begin
again with POST. Note that the PO&&rodynamics
deck,which wasproducedusing APAS (Aerodynamic
Preliminary Analysis Software, Ref. @nd Ref. 8),
does not need to be recreatdoecause photographic
scaling was incorporated into the design.

Traditional Method

Start with Initial Vehicle
Weights
Includes Flyback Mass Ratio = 1.2

v

Run Ascent
(Optimized)

Run POST
(Optimized

v

Run POST |
(Optimized)

Figure 18: Stargazefraditional Method Flowchart

The solutionfor the traditional methodbtargazer
is outlined in Figure 18. This reswudbesnot account
for the coupled nature othe ascentand orbital and
booster branches. In thmse, the boostelry weight
is approximately 35,000 Ibs. Note that thiges not
reflect the required amount of flyback fuel and
subsequent structure weight.

neededmixture ratios for the ascent, upper stage, and Manual Iteration Method

the flybackareinput to the weightsand sizing Excel

spreadsheet. The vehicle is then resized. A new thrust

required and aew captureareafor the RBCC engines
are obtained and input SCCREAM (Simulated
Combined Cycle Rocket Engine Analysidodule),
the RBCC analysisode (Ref. 6). The outpufrom
SCCREAM is a POST engine deck. With tleaigine
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This research isalso currentlyunderway. Initial
resultshave beercreatedfor the comparisorManual
Iteration method (see Table VI & Figui®). Forthis
case, the Manual Iteration method usekree
subproblem optimizers and no system-level optimizer.
Execution is sequentiand iterative between Ascent,
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POST 1,andPOST II. Boosterweight and execution
time resultsare shown in Table VI. Note that the Stargazer Dry Weight vs. lteration
boosterdry weight isintended to bethe system-level
optimizationvariableused insubsequent research, but
in this case, it is simply an output of the tweparate
branch optimization processesAdditional trajectory
data is shown in Figures 20-24.

60000

50000 //\
40000

30000

20000

10000

Fragazer Dry Weight [1ks)

Start with Initial Vehicle
Weights 0 1 2 . 3 4 5
Includes Flyback Mass Ratio = 1}.2 Iteration

Figure 20: StagazerDry Weight vs. Iteration
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Figure 19: StargazeManual Iteration Method Y] ;
Flowchart (bsi®)
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Table VI: Manual Iteration Method Results 500 1000 1500 2000 2500
Time (sec)
Manual Iteration
Initial StargazeDry Weight Method Figure 22: Dynamic Pressure vs. Time for
Final Stargazer Dry Weight 35387 lbs Stagazer—Ascent and Flyback (Manual Iteration)
! Zerry vvel 41386.3lbs
Iterations: Ascent, POST I, & Il 5 manual
Total Computational Time 2 hrs, 6 min
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Figure 23: Resultant Ground Track for All Branches
(Stagazer-Manual Iteration)

DISCUSSION

The previous section has shown results for the
Traditional and Manual Iteration Methods for the
branching trajectories of both thé-BB and Stargazer
As expected,the additional flyback fuel/structure
weight consideratiorhasincreasedhe staging weight
of the LFBB and the dry weight of Stargazer The
staging weight of th&.FBB increased by21% of its
initial value while the dry weight of Stargazer
increased byl7% of its initial value. Thejuestion
remains as to theffect of Multidisciplinary Design
Optimization techniques on these branching
trajectories. While thiguestionwill be answered in
the near future, some expectations may btated at
this point.

In general,simulation of the MDO techniques
introduced inthe Analysis section, whetompared to
the Manual Iteration Method, will haviecreasedsetup
times and may have increasedterations and iteration
run timesdue tothe complexityadded bythe system
optimizer. However, these disadvantages are
outweighed bythe benefit that all couplingariables
are internally converged (consistent) and the problem is
optimized with respect to asingle overall objective
function. An additional motivating factor for using
MDO is the expectation of a smaller weight growth
when compared tothe percentages stated ihe first
paragraph of this section.

The use of MDO in this problem will give a new

basis for comparison of collaborativand non-
collaborative techniques as well. 1t will shavhether
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it is more accurate andaster touse alarge system-
level optimizer, as in th&PI, PartialOBD, and Full
OBD Methods, or to takeadvantage of distributed
multi-level optimization, as in the CO Method. Use
of MDO for this problem will also test the limits of
the system optimizer. Will the FulDBD Method
create so many design variables (Table II) such that the
system optimizer hasdifficulty finding a valid
solution?

The expectationsand motivation for using
Multidisciplinary Design Optimization techniques
listed above validate the use of MDO for this problem.
Not only will the use of MDOtechniquesaid in the
solution of thebranching trajectoryproblem, but it
will also contribute to the field of MDO research.

SUMMARY

This paper has provided an introduction to
trajectory optimization problems havingbranching
trajectories. Two launch vehicles ofirrentinterest in
this classwere identifiedand discussed —NASA'’s
Liquid Flyback Booster and the Bantam-X concept,
Stargazer

The traditional methods ofolving branching
problems usinghree POST jobswere shown to be
deficient in anumber of areasNotably, they often
result in solutions in which the couplindata is
internally inconsistent or unconverged. In addition, the
objective functions of the twdrajectory branches
(orbital and booster) are often in conflict.

A set of solution approaches based on MDO
techniqueswas proposed toaddressthese issues. A
brief introduction to each of the three proposed
techniquesvas given, along with thedvantages and
disadvantages of each. The techniques were Fhxaat
Iteration with a single system-level optimizer,
Optimization-Based Decomposition to eliminate
iteration between the branches (two different
formulations), and Collaborative Optimization to
enable paralleubproblem execution witHistributed,
coordinated optimizers.

This research iscurrently underwayPreliminary
results for an iterative solution (Manual Iteratidrave
been created and were preserftadboth theLFBB and



Stargazewehicles. While thisapproach doesot solve
the problem completely, itloesresult in internally
consistent(converged)coupling variables. Thelata
from the Manual Iteration methodvill be used
comparatively in future research.

FUTURE WORK

Future work forthis researchwill include afull
investigation of the MDO methods published in the
final product of this research. Results will tempared
based on solutioaccuracy, efficiencyandrobustness.
Researclconclusionsand recommendesblutions will
be published in the final copy of this paper.

Currently, the automated process which runs ADS
with the POST decks has been programmed
successfully for theLFBB case. The authors are
working to make the ADS optimizer solve the
branching trajectory problem by changitgpes of
optimizers, scaling factors;onvergencefactors, and
move limits. Future work mainclude programming
a new, problem-specific optimizer, if this curresitort
is not successful.
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