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ABSTRACT

Fully reusable two-stage-to-orbit vehiatkesigns
that incorporate ‘branching’ trajectories during their
ascentare of currentinterest in theadvancedlaunch
vehicle desigrcommunity. Unlikeexpendable vehicle

designs, the booster of a reusable system must fly to als,

designatedanding site after staging. Therefore,both
the booster returbranchand the orbital upperstage
branch ofthe ascent trajectorgre ofinterestafter the
staging pointand must be simultaneouslgptimized
to achieve aroverall system objective. Twourrent
and notable designs in this classludethe U. S. Air
Force’'sMilitary Spaceplane designgith their ‘pop-
up’ trajectoriesand NASA’s proposed liquidfly back
booster designs (Space Shuttle solid booster upgrade).

The solution to this problem using amdustry-
standard trajectory optimizatiaode (POST) typically
requirestwo separatecomputer jobs — ondor the
orbital branch from the ground to orbit and one for the
boosterbranchfrom the staging point to thianding
site. However, theséwo jobs aretightly coupled and
their datarequirements are interdependenhis paper
introduces research to improve the accuracy,
computational efficiencyand dataconsistency with
which this twin job problemcan be solved. In
particular, theproposed methodsriginate from the
field of Multidisciplinary Design Optimization
(MDO). The planned research programoigtlined, and
preliminary results are reported.
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NOMENCLATURE
ADS  Automated Design Synthesis code
CO Collaborative Optimization
ET Space Shuttle external tank
FPI Fixed Point Iteration

specific impulse (sec.)

KSC  NASA Kennedy Space Center

LFBB Liquid Fly Back Booster

MDO  Multidisciplinary Design Optimization
MSP  Military Spaceplane

NASA National Aeronautics and Space Admin.
OBD  Optimization-Based Decomposition

P, staging point variable vector

P, staging point variable vector guess
POST Program to Optimize Simulated Trajectories
RTLS Return to Launch Site

SSTO Single-Stage-to-Orbit

TSTO Two-Stage-to-Orbit

Wi, booster staging weight

w,' booster staging weight guess

INTRODUCTION

In an effort to lowercosts,designers ofadvanced
two-stage-to-orbit (TSTO) launch vehicles are
beginning toconsiderlaunch systems in which the
booster stagean berecovered, servicednd reflown.
Often the reusable booster isequired toland at a
predesignated recoversite either near the original
launch site (RTLS-style trajectory, figure 1) or
downrange ofthe staging poinffigure 2). In these
cases, the ascent trajectory &id to have two
‘branches’. One isthe orbital branch beginning at
launch with the mated vehicle and following the
orbital upper stage all the way the orbit. The second or
boosterbranch starts at the staging poiandfollows
the reusable booster tdts landing site. Due to
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Figure 2: Downrange Branching Trajectory

recovery distance or out-of-plane maneuvexuired,
the booster is ofterpoweredfor it's flight to the
landing site.

While it is clearthat the boostebranchdepends
on the orbital branch for it's initial conditions etate
vector at thestaging point (geographicalposition,
altitude, velocity, flight path angle, velocity azimuth,
and staging weight), it is less obvious that the orbital
branch alsalepends orthe booster branch. Assuming
that the booster ipowered,the amount offly-back
fuel required bythe booster influenceiss total liftoff
weight and therefore affectghe orbital branch. Thus
the two branches are tightly coupled or interdependent.
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Traditional Solution Method

Unfortunately, the most commonmethod
currently used in industry for optimizing a problem of
this type(henceforththe Traditional Method ignores
the fly-back fuelcoupling from the boostdsranch to
the orbital branch. Thédranchesare treated as two
separatebut sequentiabptimization subproblems. A
reasonableguess atfly-back fuel and associated
structure is made to establish an initial booster weight.
Then, the orbitabranch is optimized fomaximum
payload (or some other similar criteria). This puatiti
produce a staging state vector (altitude, velodlight
path angle, etc.) at which the booster runs out of
usable ascent propellant and is jettisoned. This staging
point is then passed to a second trajectory optimization
job and the booster’s path is optimizedit® recovery
site from thatfixed staging point. Typically,this
secondoptimization attempts to minimizély-back
fuel.

There are a number of deficiencies in the
Traditional Method.First, the final solution is not
guaranteed to be converged ‘oternally consistent’
between the two subproblems. What if the required fly-
back fueldiffers significantly from the initial guess
used to establish the booster liftoff weight? Alternately
for an unpowered glide-backooster, what if the
booster fails tareachthe designatedanding site from
the given staging point?

At a more fundamental level however, the
Traditional Methodsolution is inherenthflawed. The
objective functions of the two subproblems are not the
same, sothereforethey can be inconflict. If the
system-level objective is to deliver a certain payload to
orbit with a minimum weight booster, then why
should we expect an optimum solution fronmathod
that first maximizes the payload to orbit for the orbital
branch, then minimizes thdy-back fuel for the
booster branch? Could not a compromise in the
payload delivered be madesuch that the resultant
change inthe staging condition significantlyeduces
the fly-back fuel and thus decreases the booster weight?
A proper solution to this problem requires
simultaneousand coupledtreatment of bothbranches
of the trajectory,and the establishment of a single,
consistent objective functiobbetweenthem (i.e. a
system-level optimization).



Trajectory Optimization with POST

In defense ofcurrent practitioners, theindustry-
standardrajectory optimization codetypically used in
conceptual design isiot capable ofsimultaneously
treating and optimizing both parts of aranching
trajectory. The Program to Optimize Simulated
Trajectories — POST (ref. 1) is a Lockheed Martin and
NASA code that is widely used for trajectory
optimization problems inadvancedvehicle design.
POST is a generalized event-oriente¢ode that
numerically integrates thequations ofmotion of a
flight vehicle given definitions of aerodynamic
coefficients, propulsion system characteristics,
atmosphere tablesndgravitational modelsGuidance
algorithms used in eachphase are user-defined.
Numerical optimization isused to satisfy trajectory
constraints and minimize a user-defined objective
function by changing independent steering and
propulsion variables along the flight path. PO&ihs
in a batch execution mode and depends oimput file
(or input deck) to definethe initial trajectory,event
structure, vehicle parameterg)dependentvariables,
constraints, and objective function. Multipibjective
functions and simultaneoudrajectory branches cannot
currently be defined in POST.

The Traditional Method solution (discussaibve)
to the branching problem relies on tweparatd®OST
input decks —one for the orbitabranch subproblem
and one for the boosteibranch subproblem. Each
subproblem has it's ownindependent variables,
constraints, and objective function. The current
research will retain the POSbde andhe use of two
separate input decks (one job for each branch)widlut
attempt to eliminate any objective functiamonflict
and lack of data consistency between them.

SAMPLE VEHICLES

To provide applicability to this research, two
candidate TSTO launch vehicle desigresre chosen to
serve ageferencemissions. Theoverall researchgoal
is to investigate various soluticappproaches foboth
vehicle designs. The preliminary resulsported in
this paper, however, pertain only to the liquid ffigck
booster (LFBB) design.
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Military Spaceplane

The U.S. Air Force has recentixpressednterest
in a small reusableMilitary SpaceplangMSP) to
extendit’s global reachcapabilities from continental
U.S. bases and provide access to spaderred MSP
configurations (verticalvs. horizontal take off and
landing, motive power, propellant, et@je still far
from being established, but preliminapperational
goals and mission requirements arealready being
discussed. In particulathe MSP is to becapable of
operating as an SSTO launch vehicle withelatively
small payload ofabout 6 klb. to lowearthorbit (ref.
2). Very aggressive turnarourtimes of less than 8
hours will require fast, simplified ground processing.

To boost delivery payload, a unique ‘pop-up’
mission hasbeen envisioned (refs. @&d4). Coupled
with an expendable upper stage, M8P would serve
a booster stage in a TSTO version of the system. The
MSP would fly a suborbital trajectory, ejecting the
upper stageand payload atsome optimum staging
point. TheMSP booster would beecovered atsome
downrangelanding site, and the upper stagevould
continue to orbit. In this TSTO configuration,
delivered payload is estimated to behégh as 20klb.
to low earth orbit (ref. 2).

The MSP ‘pop-up’ trajectory is downrange
branching trajectory (as ifig. 2). The upper stage
branch and the booster brantiust be simultaneously
optimized to obtain the best system-lewdjective
function. It is therefore ofsignificant interest to the
current researchers.

Liquid Fly Back Booster
To extend the life of the Spa&huttle andreduce
launch costs, NASA isconsidering replacing the

currentsolid rocket boostersvith a single or twin
reusable liquid booster(s) (figuB). After staging, the

—d

Figure 3: Liquid Fly Back Booster Concept



liquid fly back booster(s) (LFBB) would return to KSC
under powered flight. Power for the return flighould
be provided byconventional turbofan or turbojet
airbreathing engined.FBB conceptdypically require
deployable or fixedvings. Fly-backcruise isassumed
to be at 10,000 ft. altitude.

The LFBB replaces only the solid rocket boosters.
The orbiter and the external tank (ET) remain relatively
unchanged bythe substitution. Additional payload
delivered isthe result ofextra performancduilt into
the LFBB(s). Inaddition, the throttleability of the
liquid engines promises to improve asceabort
options.

Like the MSP, the LFBB configurationand it's
characteristicare farfrom final definition. However,
it's trajectorywill certainly be a branching problem
(like fig. 1). The orbitalbranch(the Orbiterand the
ET) and the boosteibranch ofthe ascenttrajectory
must betreatedsimultaneously toproduce anoverall
system-level objective. Compromises in the orbital
branch might significantly improve the booskeanch
and vice versa.

PROPOSED SOLUTION APPROACH

The goal of thecurrentresearch is taetain the
current analysis tool (POST) whileproducing a
solution that results in internally consistetdta (the
booster fly-back fuel igeflected inthe initial gross
weight, etc.)and a single system-levelobjective
function (without conflicting objective functions for
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eachsubproblem). Iraddition,the solution should be
reasonably fast, robust, and efficient.

Since it consists of two highly coupled
subproblems, the branchingrajectory problem
resembles more common multidisciplinary problems
such as the couplingbetween structures and
aerodynamics (eventhough, in this case the
subproblemsare actually the same discipline!). For
that reason, solutiortechniquesfrom the field of
Multidisciplinary Design OptimizatiofMDO) can be
advantageously applied tits solution. Table 1 lists
the characteristics of the foproposedviDO solution
techniques — fixed point iteration (FPI), two
variations of optimization-based decomposition
(OBD), and collaborative optimization (CO). In
addition, an entryabeledManual Iterationis included
for comparison. Manual Iteration isimply the
Traditional Method iterated between the two
subproblems tensurethat the couplingsariables are
internally consistentbetweenthe branches(i.e. the
initial gross booster weighteflects the fly-back fuel
and any additional structure requirecctintain it). The
Manual Iteration method isot a preferred solution
however, since the conflidbetweenthe competing
objective functions of the two subproblems is not
resolved. A brief discussion of each technique follows.

ANALYSIS

This study will utilize the Program to Optimize
Simulated TrajectoriegPOST) (ref. 1) inorder to
simulate the branching trajectories. In the following

Table 1: Proposed Solution Techniques to Branching Problems

Method Internally Iteration Conflicting System- Branch Optimizer Strategy
Consistent Between Objective Level Execution
Data Branches Functions Optimizer
Manual Iteration Yes Yes Yes No Sequential Distributed
Fixed Point Yes Yes No Yes Sequential System Level
Iteration (FPI) (large)
Partial OBD Yes No No Yes Sequential System Level
(very large)
Full OBD Yes No No Yes Parallel System Level
(extremely large)
Collaborative Yes No No Yes Parallel Distributed




figures, the orbital branch will be designated as ‘POST
I.” The boosterbranchwill be denoted asPOST II.’
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Table 2: Size of System Optimizer for LFBB Cases

When the internal optimization capability in POST is
enabled, @ox with adiagonalline will indicate that

POST is beingusedfor trajectory analysiplus local

optimization. Otherwise a plain box withdicatethat

POST is simply being used to integrate along a given

trajectory to determine end-point conditions.

Variables Constraints
Manual Iteration - -
FPI 25 15
Partial OBD 26 16
Full OBD 34 24
Collaborative 9 2

The MDO techniques introduced in this paper have
the potential to improve the results of theaditional
Method (and the Manual Iteration method)These
proposed techniqueare fixed point iteration (FPI),
partial optimization-based decompositi@@BD), full
optimization-based decompositioand collaborative
optimization (CO) methods. These methods Haeen
used successfully by others for preliminargircraft
design (ref. 5)andlaunch vehicle design (ref). The
FPI method is aequential executiotechnique which
uses an overall system optimizer iplace of
subproblem-level (otocal) optimizers. Thismethod
explicitly uses thdeedforward/feedbackoops linking
the coupling variables of thesubproblems. The
collaborative and parallel optimization methods are
decomposition algorithms in that theybreak
feedback/feedforwartbops between the subproblems
and incorporate an overallsystem optimizer. In
addition, collaborativeoptimization is a multi-level
optimization scheme. Theespective advantages and
disadvantages of these MDO methaaisl their use for
the specific application in this paper follows.

The Fixed Point Iteration Method (Figure 4)
In the FPI method, the system optimizer has

control ofall trajectory variablesind constraintg(table
2). Each trail step from the system optimizer requires a

Large Control Variables
System
Optimizer | | |
P :
| POST | ;
Constraint , - '
Errors Non-Optimizing ,
W :
. P POSTII| !
Constraint ! o !
Errors X Non-Optimizing| '

Figure 4: Fixed Point Iteration

series of iterationbetweenPOST landll. Given its
initial trajectory variables from the optimizer, POST |
runs in non-optimizing mode (i.e. it simplptegrates
the equations of motion along the given trajectory and
returns the results). The resultant staging conditions,
P, arethen input to POST II. With th®, staging
conditions as a starting poirand it's subset of
trajectory variables from thgystem optimizerPOST

Il then runs in non-optimizingnodefrom the staging
point to therecoverysite. Thenew booster staging
weight, w, is calculatedrom the resultanfly-back
fuel (plus a base booster inert weigtnid the structure
required tocontain thefly-back fuel) and is fed back
into POST |. The iterationbetweenPOST | and
POST Il continue until thenew booster staging
weight (output from POSTIl) matches the weight
which was previously input to POST | tocertain
tolerance. After the iteration process is completed, the
outputs from both POSanalysesarefed back to the
system optimizer taleterminethe objective function
and system constraints. Thw&ajectory variables are
then changed in order taminimize booster staging
weight and satisfy all of the constraints.

The majoradvantage othe FPImethod is that
(unlike the TraditionaMethod) it will find the true
system optimum without conflicting objectivéi®om
the subproblems. It haseveral disadvantages. The
iteration betweenPOST | and POST Il ateachtrail
step from the system-optimizeran be quitetime
consuming. Iterationcan introduce numericahoise
into a gradientcalculation process. Thdisciplinary
experts runningPOST don’t havemuch say in the
optimization process. The system optimizer can
become largedue to the fact that it controls all
trajectory variables andonstraints. Also, POST | and
POST Il mustexecute in sequencepnsumingmore
real time than if they executed in parallel.



The Optimization-Based Decomposition Methods
(Figures 5 & 6)

The optimization-based decompositionethods
also require asystem optimizer with arpbjective
function to minimize booster staging weight. In the
partial OBD method, thé&eedbackoop from POST i
to POST | thatappears irthe FPImethod is broken.
An additional design variable foPOST | is now
needed to replace the booster staging weight which was
originally fed back. This is the guessed booster staging
weight, w,', which is controlled bythe system-level
optimizer. A compatibility constrainbdded to the
system optimizer is used &nsure agreemebetween
w," andthe true weight output from POST Il at the
solution. As a resultjteration is no longerequired
between POST | and POST Il to ensure data
consistency. Significant execution time savings
relative to FPI are expected.ddagram ofthis method
can be seen in figure 5.

In the full OBD method (figure6), both feedback
and feedforwardloops thatcan be seen irthe FPI
method diagramare broken. In addition to the new
design variableand compatibility constraint from the
broken feedback loop (defined in the previous
paragraph), aset of 8 intermediate variables
representing the ‘expected’ staging conditions is created
at the system levelP() to be provideddirectly to
POST lifor the LFBB cases. Thiseffectively breaks
thefeedforwardloop as well,andcreates garallel set
of subproblems. Eight additional compatibility
constraintsare also added tothe system optimizer to
ensurethat, at the final optimum, the Bitermediate
variables P.) match the actual staging conditioriR)(
produced by POST I.

In this method, the optimizer again controls all
the local trajectory variables (anglehyrottles, etc.)
and constraints for each trajectory brapbhs the new
intermediate variables, creating amuch larger
optimization problem than FPand even larger than
the partial OBD method (table2). The appropriate
values are simultaneously input to POSand POST
[I. POST landPOST Il use these valuesdrun in
non-optimizing mode. The results (including, and
P,) are returnedrom both POST jobs to the system
optimizer. The optimizer makes adjustments to the
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Larger Control Variables
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Optimizer | | |
P
I POST I |2
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Constraint Errorsl POST ”
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Figure 5: Partial OBD
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Figure 6: Full OBD

variables tominimize booster staging weight while
satisfying all trajectory and compatibility constraints.

An advantage of this parallel, fubDB scheme is
that the two POSTeckscan berun simultaneously,
reducing the executiotime evenmore. Disadvantages
are that the size of the optimizeran becomequite
large and system experts runningave little say in
terms of optimality in their respective branches.

The Collaborative Optimization Method (Fig. 7)

In the collaborative optimizationechnique (ref.
6), a system optimizer isncorporated with an
objective function of minimizing booster staging
weight. However, all of the trajectory variables and
constraints are kept in their respective subproblems for
manipulation. The system optimizedoes retain
control over all of the coupling variables and chooses a
target staging point R, target)and atarget booster
staging weight (w target) whichare to be used in
POST landPOST Il. POST landPOST Il then run
in optimizing mode. Eachries to satisfy it's own
local constraints (orbital ofanding) with its own
trajectory variables while minimizing the error
betweenits local versions of the stagingector



Small Targets Targets
System
Optimizer | | |
| POST |
Error \ S
(Local Objective) . | - Optimizing _
POST Il
Error h '
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Figure 7: Collaborative Optimization

variablesand w, andthe system optimizer’'s targets.
For example, given a target booster staging velocity
from the system optimizer, the local booskeanch
optimizer will try to meet itslanding constraints. If
this is impossible, it will slowlyadjust the staging
velocity (andother target variableg)ntil it can meet

its constraints. For every target variable that cannot be
met, anerror is calculatedMinimizing the sum of
these locakrrors becomes an additior@instraint for
the system optimizer. The system optimiobanges
the new targeP,and w, until the localerrors arezero
and the booster staging weight is minimized. This is a
multi-level optimization scheme.

Some advantages of collaborative optimization are
that no optimization conflictoccur atthe system
level and that disciplinary expertgan control their
own POST programs so that the locabjective
functions (minimizing the targetariable errors) and
constraints are met. The system optimizer is relatively
small (containing only the 9 target variables, 2
system-level constraintsand the overall objective
function for the LFBB casednd POST 1andPOST I
can run at the same timegconservingtime. This
method, too, finds the true system-level optimum.

This method hassome disadvantages asvell.
There may becoding orrobustness problems given
that POST landPOST llare in optimization mode.
This will also contribute to a greater execution time at
the local level. Previousesearcherfiave also noted
unusual convergence patterns for collaborative
optimization methodqref. 6). Future researchwill
investigate these concerns.
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INITIAL RESULTS FOR LIQUID FLY
BACK BOOSTER

The vehicle which isused extensively in this
study is theproposed Spac&huttle upgradewhich
utilizes a Liquid FlyBack Booster. The Spac8huttle
Orbiter (with the exception opayload) and the ET
weights are not changed as aesult of theupgrade.
Referencesimulations and data werebtained from
NASA’'s Marshall SpaceFlight Center. TheSpace
Shuttle Main Engine data is given in table 3.

The ascent engines fothis particular LFBB
configuration will be five Pratt & Whitney
LOX/kerosene RD-180's per booster. The
corresponding engindata is given in table 4. The
aerodynamic datéor the SpaceShuttle LFBB upgrade
is taken from the all-rocke8STO in NASA'sAccess
to Space Study (reff/). The booster has @ference
wing area of 2,522 square feet. For the purposhief
study, the goal for the Orbitdranch is a targedrbit
of 43 nautical miles x 153.5 nautical miles5%.6°
inclination, aspacestation transfer orbit. The inert
weight of the Orbiter/ET combination at injection is
just under 343,000 pounds.

Note thatthere are many ways to optimize the
trajectories ofboth the upper stagendthe booster.
Should the booster ascent propellant fesized if
necessary?Should all inert weights remaifixed?
Should the system-level objective be maximum orbital
payload or minimum booster weight? In thiesearch,
all of the proposed methodanalyzedfor the LFBB
will have a system-level objective @hinimizing
booster burnout/staging weight givefixed ascent
propellant amounts and base inert weights for both the

Table 3: Space Shuttle Main Engine Characteristics

Vacuum Isp 455.2 sec
Sea-Level Thrust 375,000 Ib
Expansion Area Ratio 77.5:1
Exit Area 44.879 ft

Table 4: LFBB RD-180 Engine Characteristics

Vacuum Isp 338 sec
Sea-Level Thrust 880,400 Ib
Exit Area 24.849 ft




Orbiter and the LFBB. These valuagre obtained for
the referenceNASA LFBB configuration. TheLFBB
staging weight is calculated as a base inert wegigig

the required fly-back propellant plus an additional 38%
of the fly-back propellant to account foadditional
tankage, structure, etc. to support thguiredfly-back
fuel. The excess ET propellant at the end of the orbital
branch isrequired to bezero or positive. In addition,
orbital targets for the orbital stagedlanding targets
for the booster stage must both be satisfied.

The reference orbital branch trajectarsed inthis
study contains 12hdependentariables(mostly pitch
angles, booster throttle settingsd booster throttle
bucket initiation time and duration). The orbital branch
contains 8 constraint§Space Station transfer orbit
targets, maximumdynamic pressure,and lift-off
thrust-to-weight ratio). Nominally, the objective of the
orbital branch is tomaximize theunconsumed ET
propellant weight (like maximizing excess payload) for
a given set of propulsiorcharacteristics, vehicle
aerodynamics, Orbiteinert weight, ET propellant,
LFBB ascent propellant, and LFBB inert weight.

The referenceLFBB trajectoryused inthis study

uses 13 independent variables (mostly bank angles and

angles of attackpand 7 constraints (maximunoads,
angle of attacKimits, terminate return trajectory at
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no system-level optimizer. Executiondgequential and
iterative betweerPOST |and POST Il. This result

will be used as a comparison case in the MiD&hod

assessment currently being conducted.

Booster weight and execution time results are
shown in table 5. Note that thé-BB staging weight
is intended to bethe system-level optimization
variableused insubsequent researdbyt in this case,
it is simply an output of the twaeparate branch
optimization processesAdditional trajectorydata is
shown in figures 8 -12.

SUMMARY

This paper has provided an introduction to
trajectory optimization problems havindoranching
trajectories. Two launch vehicles of curr@mterest in
this classwere identifiedand discussed —the Air
Force’sMilitary Spaceplaneand NASA's Liquid Fly
Back Booster.

The traditional methods ofolving branching
problems using two jobs with POS#¥ere shown to

Table 5: Manual Iteration Method Results

KSC). Given a set of jetengine propulsion
characteristics, aerodynamies)d astaging point, the

booster trajectory nominally tries to minimize fly-back
fuel weight. Therequiredstaging point couplinglata
from the orbital branch includes 8 variables —

altitude, flight path angle, latitude, longitude, velocity,
velocity azimuth, staging timeand booster staging

weight (per booster). At staging, allaerodynamic
anglesare assumed to be zero (angle-of-attack, bank

angle, and sideslip).

Manual Iteration
Method

Base LFBB Inert Weight 237,731.7 Ibs
(Does not include fueland fuel
structure.)
Booster LFBB Staging Weight 266,460.9 Ibs
(Does include fuel and fuel
structure.)
Iterations Between POST | & Il 12 manual
Total Computational Time 40.15 minutes

Manual lteration Method Results

This research iscurrently underway. Todate,
initial results have only been created for the
comparison Manual Iteration method (see table 1). For
this case, iteration wassed betweerthe two basic
subproblems toensuredata consistency (unlike the
Traditional Method), however the conflicting objective
functionswere not addressedRecall that theManual
Iteration method usesvo subproblem optimizers and

Twin Booster Staging Weight vs. lteration
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Figure 10: Angle of Attack and Bank Angle vs. Time
for the LFBB Branch (Manual Iteration)

be deficient in a number of ared$otably, theyoften
result in solutions in which the couplindata is
internally inconsistent or unconverged. In addition, the
objective functions of the twdrajectory branches
(orbital and booster) are often in conflict.

A set of solution approaches based on MDO
techniqueswas proposed toaddressthese issues. A
brief introduction of each of the three proposed
technigueswas given, along withadvantages and

disadvantages of each. The techniques were Fixed Point

Iteration with a single system-level optimizer,
Optimization-Based Decomposition to eliminate
iteration between the branches (two different

formulations), and Collaborative Optimization to
enable parallel subproblem executwith distributed,

coordinated optimizers.
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This research iscurrently underwayPreliminary
results for an iterative solution (Manual Iteratidrave
beencreated andvere presentedWhile this approach
doesnot solve the problem completely, dbesresult
in internally consistent (converged) coupling variables.
The datafrom the Manual Iteration methodill be
used comparatively in future research.

FUTURE WORK

Future work forthis researchwill include afull
investigation the MDO methodsliscussed in the
Analysis section. Results will beompared based on
solution speed, efficiencyand robustness.Research
conclusions and recommendedsolutions will be
published in subsequent papers. In additahpf the
same MDOtechniqguesthat have beenused for the



Liquid Fly Back Booster will be used to solve thep-
up trajectories of a spaceplane concgptilar to that
of the Air Force's Military Space Plane.

the spacecraft research group of the Georgia Institute of
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