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Considerations of survivability and resiliency havealways been of importance in the
design and analysis of military systems. Over the gst two decades, the importance of
survivability and resiliency has expanded beyond nlitary systems to include public
networks and infrastructure systems. The analysis rad assessment of networked systems
with respect to survivability has become particulaly acute in recent years, as attested to by
a growing technical literature on the subject.

In this paper, we bring these considerations of suivability and resiliency to bear on
spacecraft and space-based networks. We develop aarhework for comparing the
survivability and resiliency of different space artitectures, namely that of a monolithic
design and a distributed (or networked) space syste architecture. There are multiple
metrics along which different space architecturesan be benchmarked and compared. We
argue that if survivability and resiliency are notaccounted for, then the evaluation process is
likely to be biased in favor of monolithic spacecri. We show that if in a given context
survivability and resiliency are an important requirement for a particular customer, then a
distributed architecture is more likely to satisfy this requirement than a monolithic
spacecraft design.

We discuss in the context of our framework differat classes of threats, as well as the
high-frequency and low-frequency system response t¢or coping strategies with) these
shocks or damaging events. We illustrate the impoaince of this characterization for a
formal definition of survivability and resiliency and a proper quantitative analysis of the
subject. Finally, we propose in future work to intgrate our framework with a design tool
that allows the exploration of the design trade-spee of distributed space architecture and
show how survivability can be “optimized” or traded against other system attributes.
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I. Introduction: background on survivability and resiliency

A. Survivability and resiliency in the technical literature

URVIVABILITY and resiliency are largely used in theeientific and technical literature as multi-diary

concepts in a variety of contexts and often wittfiedént meanings. A lexical search in the acadesaimbase
ISI Web of Knowledge illustrates the growing frequg of the use of these concepts in the technitahture.
Figure 1 summarizes the results of our literatwarch: the first documented use of these contefatgted in the
1960's with a handful of papers published on thasdgjects in the first decade, followed by a dramatcrease in
interest in these subjects in the mid 1990’s arat tontinues till today (over 75 papers where @hgld on
survivability in 2006 and more than 380 on resitign The same trend was found when the search grialbehese
concepts in the keywords of the publications irgtefithe titles. In addition, the interest in orgrtcular topic,
survivable or resilient networks, appeared in tB80ls and followed the same exponential trend (8Blipations
were dedicated to survivable or resilient netwdnk2006).
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Figure 1. Survivability and resilience/resiliency mblications evolution from 1960

These searches conducted on ISI Web of Knowletigegive some indication about the academic diswgl
that grapple with survivability and resiliency. Thmncept of survivability is traditionally assoadt with
engineering whereas resiliency is more often foamdl discussed in environmental sciences as welinas
psychology and psychiatry. Note that the wordsliezgie or resiliency can be equally found in paperish no
difference in meaning. As a consequence, only thielwesiliency will be used in this paper.

8 Used in the titles of technical publications.
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B. Survivability concept
1. Military context

Survivability has become increasingly importamicsi the 1960’s as a strategic concept for the military. It is
applied to platforms (e.qg. aircraft), people, systde.g. military network), and now more generadlynissions.

Several papers show this evolution, from one effitst attempts to assess survivability linkeaioaircraft in
1967 ' % to some more general definitiois* > °as the one provided by the DoD Regulation 5000%2-R
“[survivability is] the capability of a system armdew to avoid or withstand a man-made hostile emvirent
without sustaining an impairment of its ability s&mwcomplish its designated mission. Survivabilityngists of
susceptibility, vulnerability, and recoverabilitySusceptibility is “the degree to which a weapostem is open to
effective attack because of one or more inhererakwess”; vulnerability is “the characteristic ofsgstem that
causes it to suffer a definite degradation (losseduction of capability to perform its designatei$sion) as a result
of having being subjected to a certain (defined®llef effects in an unnatural (man-made) hostilgi®nment”;
recoverability is “the ability, following combat dege, to take emergency action to prevent thedbtise system,
to reduce personnel casualties, or to regain weapstem combat mission capabilities”

Several publications have addressed the issuarwivability of military networks, a growing fieldince the
1980’s and 1990'§, defining survivability of a military network ake “ability to maintain communication among
the nodes when it is subject to deliberate destmitt

2. Engineering context

During the past two decades, the concept of sability has spread over other areas than the myilita
especially to electrical and electronic engineeringh an emphasis on software, telecommunicaticarsg
information systems. In particular, survivabilitpshbecome of major interest for network systemsgdess since
society has become significantly dependent on etyaof networks, leading to severe consequenceéiseircase of
network system disruptions or failures.

While the use of survivability is widespread withthe technical and scientific community, no defomi is
unanimously adopted. Westmark (2084pmpiled 53 definitions of survivability from défent papers to provide a
definition template: survivability, according to Weark, is “the ability of a given system with avei intended
usage to provide a pre-specified minimum levelest/ge in the event of one or more pre-specifigdats”. Present
in Westmark’s list, one of the more cited definiois provided by Ellison (1999) survivability according to
Ellison is the “capability of a system to fulfilisi mission, in a timely manner, in the presencatiafcks, failures, or
accidents”. Knight (2003)°, while also providing survivability definitions ithe telecommunications and software
field, found this definition not precise and formahough. Knight attempts to provide a formal défim of
survivability based on six quantitative paramet@s sextuple). He characterizes a system as “saiplév if it
complies with its survivability specification,” anthe survivability specification is mathematicaltjefined,
gathering all acceptable levels of service from #lystem, the associated services values and elatlues
(perceived by the user), its probabilistic requieats and its possible transitions in a specifiecgraiing
environment.

Accordingly, survivability definitions teeter beten informal and formal definitions, and occasibyndiut not
always, survivability is defined in probabilistiertns. But, as observed from the previous defingigurvivability is
context-specific, related to the system studiesl,eftvironment, and the services and requiremeetsusier has
chosen. This specificity explains why often surbility seems to be a more generic word defined easared in
terms of other notions, like availability, perfornt@, security, reliability, traffic capacity, cormieity, etc.
However, contrary to reliability linked to normahdronment, survivability is related to the systemsponse with
respect to abnormal conditions.

Also, note that the existing definitions sometinieslude different concepts, and particularly thation of
recovery, recoverability or restoration. In someera, recovery is a subset of survivability, wheréa others,
survivability is limited to the behavior of the $gm during the abnormal conditions without time sidaration.
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C. Resiliency concept

Resilience or resiliency is also a concept witHtiple definitions. As explained in Caralli (2008) resiliency
was first used to describe a property of a physitaterial. It is “the capability of a strained baddyrecover its size
and shape after deformation caused especially tnpoessive stress” according to the Merriam-Wel3tetionary.
Resiliency has expanded beyond this physical digfinito other disciplines and particularly in eagpyo** and
psychology where “resiliency refers to the abibifypeople to bounce back from adversity’It is now applied also
to engineered networks and organizations.

However, despite the diversity of disciplines iested in resiliency, three elements are presemtsaanost
definitions according to Caralli: the ability toHange when a force is enacted, [to] perform adefyat minimally
while the force is in effect, [to] return to a pefiled expected normal state whenever the forclesiteeor is
rendered ineffective”. Thus time becomes an impnt@rameter in resiliency estimation, accountimgtiie whole
system response, from the shock to the after-sHéicklly, resiliency is an emergent property of #ystem, i.e.
resiliency is a property of the system as a whatl@, macroscopic scale.

D. Resiliency versus survivability

Survivability and resiliency have been comparedémeral papers due to their close nature. Accgrtinthe
ResiliNets Initiative'®, resiliency is the “ability of the network to pide and maintain an acceptable level of
service in the face of various challenges to noroparations”. Resiliency is considered “as surviltgbplus the
ability to tolerate unusual but legitimate traffa@d”. Consequently, resiliency is seen as a sepefssurvivability.

Other papers considered also resiliency as a seipef survivability, but in another respect, p@danore
relevant: Caralli (2006}* views resiliency as an extension of survivabilityhich deals only with the shock) to
include “risk prevention as well as restoration mfrmal processes once a disruption has relentedhe T
dependency is included in the definition of resitig and a system will be said resilient, with retge a threat and
a service, considering its response before, duang after the abnormal condition(s). In the follogyi our
definition will be based on the definition from @#r.

E. Survivability and resiliency models

Several models have been proposed to computevabilily of various systems. Westmark (2004)rovides
an extensive literature review of these modelsfePéit models to compute survivability or resiligraze used, such
as state machines, trellis graphs, Markov procesdlemte Carlo simulations, topology of networkse.eNo
particular trend can be attributed to each coneitiéield. As for the definitions survivability oesiliency, no model
is unanimously adopted.

II. Survivability and resiliency definitions — System esponse

Contrary to reliability, survivability deals witbegraded states of performance. Indeed, reliakigitgnly a
binary concept, where the system is either fullgragional, or failed under normal operations. Stability allows
a great level of precision in describing the syssgmerformance degradation facing abnormal conastio

As stated before, survivability is defined in ataan environment, with respect to threat(s) angkgormance
index chosen by the user to assess the perfornwrtbe system considered. As this definition isteatispecific,
the environment, the threat(s), the performancexndill have to be specified each time an analisisonducted.
Figure 2 illustrates the system response facingiatlks The survivability of the system is computedhwthe
performance degradatiolP. Note that survivability deals only with the imnigig reaction of the system at the
shock, and can thus be conceived of as the higluércy response of the system to the shock. Odearsite,
particularly desirable for high-availability systersuch as communications satellites, graceful degjen allows
the system to keep operating and continues to geosome services by staging its performance detjpadaver
time.

The response of the system after the shock isugagtby the recoverability of the system, whichsimple
terms can be thought of as a time parametaodeling the necessary time for the system tamettthin a certain
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percentage of the initial level of performance (%% response). Here again, recoverability caodmeeived of as
the low frequency system response to a shock.
Resiliency is defined in this paper as the sup@m@bining survivability and recoverability.

A
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A
v

»
»

time

Figure 2. System response during and following a skak

M. Survivability framework

A. Presentation

According to the previous definitions, we wantgsess and compare the survivability of spaceanaftspace-
based networks, facing threats and with respesbtoe performance measures. We call a co-locateredysed
network a cluster of satellites having the capgbiif communicating between each other, and thusgbable to
share resources. For example, the mission dataegsoc (MDP) can be divided between several sa®llihese
MDPs collaborating to fulfill the function, or sonsenall MDP acting as a back-up of the main proaeles@ated on
one satellite of the network.

This paper addresses survivability consideratioesijiency will be treated in future work. We diin this
paper an analytical model that assesses the sbilfyaf a system, as shown in Figure 3.

Classes of

threats / shocks
System Performance
MODEL > >

response degradation

Architectures
and network
design choices

Figure 3. Framework presentation

As a first step to demonstrate the capability of model, we limit the scope of this study to tleddiwing
particular case: the shocks considered are therlwhfailures actually observed in the satellitdosystems (i.e.,
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actual field data). Two types of space system tachires are considered in this work: the trad@&iamonolith
spacecraft and a co-located space-based netwaykn fire obtained performance degradation, the sadpility of
the two architectures is compared.

B. Statistical data analysis and hazard rate modeling

The stochastic laws modeling the degradation ofi sabsystem were deduced in previous works bye€Cast
Saleh (2008a, 20088} ** from the SpaceTrak® databaSea statistical analysis was conducted to deteritiige
distribution hazard rates of the satellite andsitbsystems. Due to the censored nature of the sasopiposed of
1745 satellites and about 870 associated anomatidmilures, a Kaplan-Meier estimator was used lbaim
estimated reliability functions of satellites orbsystems, as well as estimated probabilities afsttion between
degraded states. Weibull distributions were chdaedit the Kaplan plots representing the empiridata, due to the
flexible nature of the Weibull distribution to mddéene-dependent hazard rates. Weibull distribwgioasulted in
excellent fit with the empirical data.

In space-based networks, the different spacecaaftoe composed of possible different subsystemss There
is a real necessity of obtaining reliability andolpability data at a subsystem level. From the dmab 13
subsystems were considered:

— Attitude control

» Gyro/Sensor/Reaction wheel
* lon/Electric thruster
» Thruster/Fuel

— Beam/Antenna operation/deployment

— Control Processor

— Mechanisms/Structures/Thermal

— Payload Instrument/Amplifier/On-board data/Compf{Iteansponder

— Power

* Battery/Cell

* Electrical distribution

» Solar Array Deployment
» Solar Array Operating

— Telemetry Tracking and Command

— Unknown
Several degraded states were considered at a seimsigvel: 4 anomaly event classes described ifolt@ving.

— Class | satellite retirement due to subsystem failure

— Class ll: major non-repairable failure that affects the ragien of a satellite or its subsystem on a

permanent basis

— Class lll: major non-repairable failure that causes the tdsedundancy to the operation of a satellite or

its subsystems on a permanent basis

— Class IV: minor/ftemporary/repairable failure
From these subsystems and anomaly event class&¥eibill hazard rate models were developed accgrttirthe
technique described above. These models are patroflti-state failure analysis conducted previgusy the
authors (Castet and Saleh, 2008b)

C. Stochastic Petri Net

Our model uses Stochastic Petri Nets (SPNs). ledeimt 1962 by C. A. Petri, a Petri net is a matherah
representation of a discrete distributed systemdgoent processes). A Petri net is composed arneKrelevant
entities of the system), places (possible stateaheoEntity), transitions (rules for token movensgrand arcs (links
between places and transitions). The combinatiothef locations of the tokens, called the markingiquely
characterizes the state of the system. SPNs congpasifamily of the Petri nets, adding a stochasgbavior
through adjustable randomness of the transitiorpof@ential, Weibull, normal, lognormal... distributig). The
reader is referred to Ha&sfor additional details on stochastic Petri neigufe 4 provides an illustrative example
of a SPN.
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transition :

Place .

transition :

transition ¢ transition ¢

Place .

Figure 4. Example of a stochastic Petri net

Two particular arcs are used in the model: inhib#&e and enabler arc. An inhibitor arc preventsaasition
from firing when a token is present in the placgilng the transition and the place. An enabler mathe transition
contrary to an inhibitor, as presented by Volov@0@6)*%. Examples of an inhibitor and enabler are preseirte
Figures 5a and 5b.

T=1se(

T = 1sec :_'
OF SOJNNES JOA \

erablel
1 /
j Q T=2se(
T=2se(

et (O (0 =sse—-

time time

t=0se ——
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Figure 5a. Example of an inhibitor Figure 6. Example of an enabler
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In Figure 5a, we can see the evolution of the systeluding an inhibitor: even if the upper traimitis faster
than the lower one, the presence of a token attiyélte inhibitor at the initial time prevents thpper transition to
fire after 1 sec. The lower transition fires affesec, deactivating the inhibitor and enabling tpeer transition
which fires one second later. Figure 5b modelsstmme system behavior with an enabler: the uppasitian is
activated by the enabler after the 2 sec needeldeblpwer transition to fire.

We choose SPNs as our analytical and modelingdeet Markov Chains (MCs), because 1) stochastid Pet
nets allow local modeling unlike Markov Chains whire confined to a global approach, and 2) timeeddencies
and local clocks are much more easily implememestachastic Petri nets than in Markov Chains. Laoalysis is
important in our study to model the interactionviedn satellite subsystems and system levels. Teperdiency is
needed to model the evolution of satellite subsgstbazard rates through time (no constant hazaed es seen
before). However, because of the local nature disSPAMonte Carlo simulations are necessary to gémesa
representative behavior of the stochastic tramstidue to the complexity of our SPN models descrim the
following, one million runs were conducted with banodel to obtain an acceptable level of precision.

D. Model

Four states were considered at the system level:
0 operational: 0 — 5% performance loss
0 minor degradation: 5 — 35% performance loss
0 major degradation: 35 — 85% performance loss
o failed: 85 — 100% performance loss

These states generate the survivability level etision of our model. The probabilities of beinghese four states
are the output of the SPN model. Comparisons betwhee probabilities obtained for each of the twohéectures
allow a survivability analysis of the architectusidered.

In the case of a monolith architecture, the follogviules are used to link the subsystem and syletesis:
o the system is in the operational state if all thiesystems are in their operational states
0 the system is in the failed state if one subsyseim Class | state
o the Class IV and Class Il state of the subsysteémsot have a direct effect on the system level
o the Class Il state can lead to minor, major dedianar failed system states according to probiddi
peculiar to each subsystem

According to the stochastic laws inferred for eatibsystem as Weibull distribution hazard rates ted

previous rules, a stochastic Petri net model iliged to model a monolith satellite facing on-bfhilures and
anomalies. Figure 6 presents this model.
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SUBSYSTEM LEVE
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- 1 -A
Major

Class Il
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Minor (5% - 35%)

=—

Failed - Class |

Figure 6. SPN model of a monolith spacecraft: mukstate failure model linking subsystems failures taystem
failures

Concerning the co-located space-based networktectire, a particular case is chosen as a denatiostrfor
the developed SPN tool: two networked spacecraftansidered, the first one containing all the di3sgstems (i.e.
a monolith one with the ability to talk to othertedlites; we call BOX1 all the subsystems but thelefetry
Tracking and Command (TTC) subsystem), the secanth the necessary subsystems for a satellitée(chkre
BOX2: attitude control, power, antenna and mectmafsisuctures/thermal) plus a TTC subsystem acting single
TTC “redundancy”. Indeed we want to observe theat of a spacecraft having the ability to tap thi resources
of another one in case of the damage of its owsysibms. Some rules are also used to link subsysterystem
level:
o0 System Failed:
— 1f BOX1 Failed
— If TTC1 Failed & TTC2 Failed
or BOX2 Failed
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0 System Major:
— 1f BOX1 Major
— If TTC1 Failed & TTC2 Major
— IfTTC1 Major & TTC2 Failed
or TTC2 Major
or BOX2 Failed
0 System Minor:
— 1f BOX1 Minor
— If TTC1 Minor & TTC2 Minor

Figure 7 presents the SPN model for the co-locspeate-based network architecture, BOX1 and TTC#titating
the first spacecraft while BOX2 and TTC2 constiigtthe second spacecraft.

INTERMEDIARY
STATES

SYSTEM
LEVEL

Figure 7. SPN model of a co-located space-basedwetk architecture: multi-state fallure model linkin g
subsystems failures to system failures
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E. Validation

Validating partially the model is done by evalugtihe monolith reliability, by multiplying the prabilities of
being in the Class | state for the 13 subsystente@dnSPN model. Figure 8 presents the comparisbmelea the
original Kaplan-Meier estimated satellite reliatyilito the reliability given by the SPN model. Th&Ns model
output closely approximates the spacecraft reitgtiield data (or more precisely the Kaplan-Megstimate of the
spacecraft reliability based on the censored filelth). The SPN model output is significantly actai@ver the first
eight years of spacecraft operation, and remaittimi% of the field data over 16 years.

Satellite Reliability: validation

Statistical data

0.99
0.98
0.97
0.95
0.95
0.94
0.93

092

o : : : : : : :

years

Figure 8. Comparison between statistical data andFPN model

F. Results
1. Monoalith architecture
Running the Monte Carlo simulation of the SPN moidethe case of a monolith architecture provides th

evolution in time of the probabilities of the systdeing in operational or different failed states.( operational,
minor and major degradation, failed). Figure 9 prgs these results.
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Ewvolution of monolith state probabilities
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Figure 9. State probabilities results in the casef@ monolith architecture

Figure 9 reads as follows: consider for exampleamatith spacecraft after six years on-orbit. It Ea38%
likelihood of being fully operational, 6% of beirigg minor degradation, 8.5% of being in major degtamh and
7.5% of being in a failed state. The probabilitybeing fully operational decrease quickly the fiystr (while the
probability of being in the other states increasiek]y) and at a slower rate on the following years

Note that even if the x-axis is the time, the stddhotion stays survivability. Each point in thetpgives a
probability of the magnitude of the degradationtioé performanceAP any time. Recall there are no repairs,
maintenance policies or recoverability involvedhis analysis.

2.  Space-based network architecture and survivability comparison of the two architectures
Running the same simulation for a co-located sfased architecture leads to the same kind of ggsires

10a and 10b present two of the four plots resultmghe comparison between the two architecturestte
operational and the failed states.

12

American Institute of Aeronautics and Astronautics



OPERATIOMAL state probability evolution with a single TTC redundancy

I
----- Manolith
Co-located space-based network

0.95

09

0.85
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07

. | | | : : | |
0
Vears
Figure 10a. Comparison between monolith and co-loted space-based architectures for the operationatate
Figure 10a is confined to the operational state @dadrly shows that the co-located space-basedonktw
gives better results at any point time than the atitmspacecraft: in simple terms, a co-locateccegaased network
is more likely to remain (or be found) in an openaal state than the traditional monolithic spaeaécrThe

following Figure 10b shows the result for the fdilstate. A more precise analysis of these resufisavided shortly,
following Figure 11, which presents a more exhaeséind compact comparison between the two architext
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FAILED state probability evolution with a single TTC redundancy
012 T T T T T T T
----- Monalith : 4
Co-located space-based networle | : |

0.1

0.08

006

0.04

0.0z

years

Figure 10b. Comparison between monolith and co-lo¢ad space-based architectures for the failed state

Here again, the advantage of the two-networkedlisatarchitecture is clear: a co-located spacestas

network is less likely to be in a failed state tllam traditional monolithic spacecraft. The fountplare combined in
one as shown in Figure 11: the figure represemdifierence in the resulting probabilities of kgeinm any of the
fours states between the two architectures. Theis/-g the difference in percentage point betwees two

architectures.

For the operational state, the difference is pasitihe probability of being in an operational st higher
at any point in time for a co-located space-basgdork than for a monolith spacecraft. In particulais
greater by about 4.5% after 16 years, that ispatsbf having 67.5% likelihood of being in an opierzal
state after 16 years of operation for the trad@lanonolithic architecture, the networked architeethas a
72% likelihood of being in an operational state.téNthat this additional probability of remaining am
operational state can be of significant importaticéhe owner of the system or end-users of theicesv
provided by the system.

For the minor, major degradation and failed statesdifference is negative, meaning that the pudities
to be in these states are lower for a co-locatedespased network than for a monolith one, withggédr
difference for the failed state (about 3.5% ledsraf6 years). The same interpretation as in teeipus
bullet point applies as well in these cases.

Consequently, the co-located space-based netwolktecture is more survivable than the monolithcepsaft at
any time in this context, i.e., with respect to Ti@ure. No other more general conclusion on theigability of a
co-located space-based network architecture camféreed from this demonstration study.

Note that in this context, the difference in stptebabilities between the two architectures inseewith

time, that is, the co-located space-based netweckines increasingly more survivable with time coregavith the
monolithic spacecratft.
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Change in state probabilities between a monolith and a co-located space-based architectures
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Figure 11. Survivability superiority of the co-locaed space-based architecture over a monolith

IV. Conclusion

In this paper, we first provided a literature ewion survivability and resiliency, showing thatspi¢ge the
increasing popularity of the two concepts, no défins or models are unanimously adopted within téehnical
and scientific community. Assimilated to high anowl frequency response of the system facing a shock,
survivability and resiliency are defined accordiogthe specific context of a given study, includithg system’s
environment, threats, user services and performamsasures.

Following our literature review, we developed avsability tool for space systems using stochaBitri nets.
In the case of on-orbit failures, the SPN transitiaws are based on actual satellite subsystenardaates given
by a statistical lifetime data analysis (Kaplan-dtegéstimator). We chose a particular configuratiba co-located
space-based network to demonstrate the capabifitth® tool, using Monte Carlo simulations to genera
representative results of stochastic behavior @kgacecraft on-orbit anomalies and failures. Aganson between
the two architectures leads to the conclusion itih@he context and configuration we have chosea,cirlocated
space-based network is more survivable than tli&itsaal monolith spacecraft. In other words, ifdrgiven context
survivability is an important requirement for a fi@rlar customer or end-user of a space asset, aheetworked
space-based architecture is more likely to satilsfy requirement than a traditional monolithic sgaaft. This
observation has important implications for the gesand acquisition of space systems. Consider dlewing:
there are multiple metrics along which differenbposed space system designs are benchmarked amdreain
cost being one important factor. It is likely thatnetworked space-based architecture will incuost penalty
compared with a monolithic spacecraft, even onsarpeerformance basis. Therefore if one of the atdggs of a
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space-based network, namely its survivability,asaccounted for, then the evaluation processédyito be biased
in favor of the monolithic spacecraft (on a cosisp

In future work, we propose to further develop amgrate our survivability tool with a space systdesign
trade-space exploration tool. In addition, we ps®to add resiliency considerations while accogrfiom repair and
replacement (maintenance) policies.
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